Web Site Security – Part of the ISDV131 Internet and Web Technology Course
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Agenda

•

To Host or Not To Host…

•

Environmental considerations:-

Security, Fire, Water and Power

•

Web Site Overview: Piece-By-Piece

•

Scalability and Redundancy

•

Directory Permissions

•

External Attacks

•

LAN architecture and exploits


Web Site Security

Course Objectives:

This module is designed to run as part three of a three-module course, designed to give testers a basic awareness into web technology and its place in E-Business.

In this third module, we examine the impact of the decision to host one's own site or contract to a third party, and assess environmental security on a site.   We look at making a site that truly scales and allows for redundancy and load sharing to maintain high service availability.

Following this, the course goes on to examine some of the simple tests which may be performed in terms of tests of security permissions and introduces an awareness of some of the tools used by hackers to compromise system security within an installation.

Course Entry Requirements:

Delegates will have previously attended the “Web Site Basics” and “Web Site Mechanics” courses.
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Life on a Web Farm...


Design and Build:

Whilst it may be true to say that most Internet E-Businesses begin life on paper, those which spend too long on paper don’t survive for ever.

Many firms are not interested in maintaining their own equipment and infrastructure and instead opt to contract out web site hosting to a third party.   United States based ISPs in particular are chosen by many in Europe who recognise that most of the web users are based west of the Atlantic, and hosting rates are at present often cheaper in the US than those offered over in Europe.

However, for those wanting greater control over their service offering, those with enough financial backing to “go it alone”, and those whose requirements expand beyond the generic capabilities of a traditional multi-business ISP may find value in establishing their own system architecture.

Larger organisations (such a banks and supermarkets) may already have in place much of the technical expertise required to stage such an operation.   Much of what follows in the next few pages though should be relevant whichever category a site falls into; searching questions need to be asked in order to identify, assess and manage the risks posed to an operation in the areas we are shortly to address.

Whether you decide to host at an ISP’s site, or go for your own “DIY” option, security will one of the sure foundations you have to build on.

A British Standard exists, BS7799, dealing specifically with Computer security (including e-commerce).   The BCS web site http://www.bcs.org.uk has more details on this, and pamphlets addressing the standard’s implementation are available from the Institute of Internal Auditors at http://www.iia.org.uk
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A “secure” site?

Thinking the Unthinkable:

Protecting your investment


Environmental Security:

·  Locked door? Who has access to the room?  Cleared in a advance?

·  Do you really trust everyone? Are your staff happy and well motivated?

·  Can engineers bring guests or children in here?  Do they sign for access?

·  Are your staff instructed to challenge unknown visitors?  Who checks IDs?

·  How about the cleaners?   Who hired them?  Do they have to be cleared?

·  Is there always a guard on the front desk?  What if he / she is sick?

·  Do they have radio for backup if needed?  Are they happy in their work?

·  Who has keys / combinations?  Do individuals have their own entry codes?

·  What happens if a key is lost or someone leaves? How far do key-holders live?

·  Is equipment screwed to floor and marked?  Is it insured?

·  Is all software legitimate?  HONESTLY???  Where are licences kept?

·  Do you lock all documentation away, or do wall plans reveal your passwords?

·  Do you shred old documents? Do modems have restricted phone numbers displayed?

·  Are the windows locked?  Who has keys?  Are the walls solid?  Suspended ceiling?

·  Is there CCTV with remote recording?  Even if power fails?

·  How long are tapes kept for?  Who checks the tapes?

·  Does this mean security guards can watch passwords being typed in?

Do you know who I am, and if NOT…

WHY ARE YOU TELLING ME ALL OF THIS???
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What If...

02:15am POWER FAILURE ALARM

UPS = 125 min, require

assistance for generator

start-up.


Fire and Water Considerations:

·  Is this basement below sea level / flood plain of local rivers?

·  Where do pipes run?  Are they lagged?  Could you put a nail through one?

·  Are drinking, smoking and eating permitted?

·  Do you have fire insurance?   Are flammable materials / solvents / stored nearby?

·  Is there a fire alarm?  When was it last tested?  Fire extinguishers?  CO2 or water?

·  Will equipment be drenched by sprinklers if they go off?

·  Will fire brigade be called automatically?  Even if power off?  When was this tested?

·  How about engineers?   Do they all know what to do in an emergency?

·  How often do you backup your system?   WHAT do you backup?  Data only?

·  Are backup tapes stored off site?  Are they password protected in case of theft?

·  Do you have a fireproof safe for tapes / software licences?

·  Do you have spare equipment stored off site NOW so you can perform a rebuild?

·  How long would it take you to get the system back on line?  When was this tested?

·  Do you trust your tapes enough to wipe this machine and rebuild it right now?
Power Surprise:

·  Is your power clean and stable?   Is it overloaded or is there plenty of capacity?

·  Do you have battery backed up UPS?   How long will it last?  What is it supplying?

·  Can your entire system remain on line until help arrives?   Even air-conditioning?

·  Is there a generator fuelled up and ready to go?  Tested?  Who can start it?  

 Can I throw this big red switch RIGHT NOW to see what happens?  WHY NOT???
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Links to and from other sites:
In order to maximise a site’s exposure to its intended audience, a “well connected” site featuring a number of links to it from other established sites will do much to encourage take-up of the service offerings it provides by securing such entry points.   Deals between companies will often result in such links being established between sites to help consolidate a conglomerate’s hold on a market arena.   Even where agreements exist to the effect that developers on the partner site will inform other sites with reciprocal links about changes before they happen, links should be regularly checked to ensure that they are still valid both in terms of context and web page location.

Dynamic Data Feeds:
Provision may be made for raw data to be imported or exported from a web site in real time.   Examples may be where a site makes use of an external credit card authorisation agency to validate and collect funds for transactions performed in the context of the web site, or where sales lead processing or electronic ordering despatch mechanisms are handled off-site by another agency (e.g, automated despatch).

This form of collaboration may well require the use of additional Middle-ware mechanisms to facilitate the exchange, and such direct exchanges with an external (even trusted) organisation should always employ the protection of properly configured firewall access systems.   Many agencies will be reluctant to allow their services to be used in this manner without this kind of protection, even if they are similarly secured themselves
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Crime Time:
“Hackers” are an ever present threat to any publicly networked computer system.   These people often work in groups and use a plethora of specialist tools and programs designed to seek out and exploit weaknesses in the security mechanisms protecting computer systems.   Although motives and levels of technical prowess vary widely, any responsible system manager should take whatever precautions are appropriate to safeguard the integrity of the system and thereby minimise the risks posed by the actions of such agents.

Hacking ranges from the simple “Denial Of Service” type of attack where a hacker causes a remote machine or process to fail (by overloading or confusing it), to more complex remote modification of content, or extraction of restricted information.   This kind of information is sometimes used to blackmail web site owners who risk embarrassment before their customers or clients if confidential information is published, unless a fee is paid.

Some more sophisticated hackers can break into a site and leave “back doors” enabling a return when conditions are more profitable- such back doors may include making spare keys for routers and firewalls, or running hidden background processes on a server, acting as remote agents working on behalf of the hacker.   These remote agents may be used to launch fresh attacks on other web sites, shielding the true identity of the perpetrator and stealing precious bandwidth and system resources for these purposes.

Much internet traffic is still sent as “plain text”, enabling would-be hackers to “listen in” to messages routed nearby with relative impunity (Packet Sniffing).

Hackers may employ IP Address Spoofing to help conceal their true identity.  Not only does this allow a hacker to cover her / his tracks, it opens up the possibility of impersonating the identity of a “trusted” machine which may be permitted fuller access to a secure system than an ordinary user, such as a web site author.
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Scalability & Redundancy
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Practising Scales:

In real life, high volume applications, the system architecture and software design should support expansion or addition of parallel site elements to cope with increasing demand for services to relieve or eliminate “bottle-necks” in system performance.

The system software should efficiently reallocate resources to other tasks once sessions have terminated, this includes server disk space and memory both of which should be returned to the system in a “clean” and stable state to allow efficient re-use of these finite commodities in future sessions.

The system should be able to cope with one or more component elements failing, without the system itself becoming unstable or ceasing to operate.   Naturally, steps will be taken by the site operator to re-establish faulty modules or services after such a failure, but the system itself should be able to steward its own resources efficiently during the interim.

Applying these points to the model shown above, the system architecture becomes more uniform and orthogonal and survives better the scaling and redundancy constraints typically specified.

Whenever a transaction is in progress, any request from the Internet, load-balancing hardware selects the most “cost” effective route, depending upon loading and demand placed on each system element in the chain.   Special care needs to be paid to software design to enable this configuration to change mid-transaction without loss of data or inconvenience to the end user.   Sophisticated load simulating tools are required to establish the correct operation of architecture like this under “live” conditions.
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Scalability & Redundancy
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An Internet Travel Agency:

Internet connection is a 100MB/S gateway running at average of 10MB/S.   The router feeds a 10/100MB V-LAN Switched Hub (1A).   The switched hub sets up local routes on demand between whichever devices connected to it are communicating with each other.   This maximises bandwidth efficiency and also makes the use of "packet sniffers" harder, since only relevant traffic will appear on any switched segment.   This same physical device is three times en-route from Internet to Server.  Unlike a standard Switched Hub, a V-LAN Hub allows only predetermined routes so there is no easy way to get a packet from the Router directly to a Web Server.At this point, traffic splits three ways:

a) Two connections to a pair of PIX 515 Firewalls, configured to support redundancy.
These screen traffic inbound (FTP, HTTP and HTTPS) and outbound (additionally SMTP, SSH, DNS and "DataCache" (tcp 9070)).   The firewalls protect against:

i) "SYN Attacks", by allowing only 50 pending connections at any one time until acknowledged and completed;
ii) "Packet Fragmentation Attacks", by reassembling packets prior to analysis;
iii)"Packet Chain Prediction Hijacking attacks", by ensuring all packets are stripped and re-wrapped to use random TCP sequences which can't be easily predicted.

b) The third connection is fed to a "hardened" Sun machine (it has been stated that the machine uses Sun OS 2.6 and does NOT use NFS as its file system).   The machine has two network cards, hosting an SMTP mail server and the main DNS registry for the site.   Other customer's sites use this machine but not the travel bookings system, since any outbound SMTP outgoing mail requests are handled off site.

The filtered outputs from the two firewalls feed back into the switch unit (1B).

The switch now connects to a pair of load-sharing "F5 Big IP" address translators (running BSDI with PII processors and 6GB Hard Disk), which monitor the performance of individual machines in the server array and perform load balancing based on response times to "ping" requests
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Scalability & Redundancy

Some of the 18 Areas of serious concern expressed in my audit:

•

LAN runs at same speed as gateway - 

DoS

 attacks might prevent regaining of local control.

•

PIX 515s limited to 50 unresolved SYN connections to handle SYN flood attacks instead of using TCP cookies.

•

Switched V-

Lan

 cleverly used, but represents single point of failure - need spare unit on site.

•

Big IP units may be reprogrammed over internet - should be bound to maintenance network only.

•

DNS server bridges two networks without going via Firewall - disaster if machine ever hacked.

•

Hubs 2 and 3 not switched - a packet sniffer plugged in here could collect all data.

•

Single search engine server with no backup unit (though not described as mission-critical).

•

Servers running IIS4 with NT4 SP5 - probably the world’s most insecure web server (in my experience).

•

IIS4 servers Web Enabled admin service bound to BOTH cards - relying on PIX to protect admin service from

Internet access (should be bound to maintenance circuit - don’t rely on firewall alone).

•

IIS admin servers running plain text not SSL - packet sniffer could see everything.

•

Audit functions largely disabled and logs set to ‘overwrite’, also no common log host or standard time-base.

•

Back at headquarters, maintenance link network available throughout 3 entire floors of travel company building,

not on private dedicated circuit - ANYONE at site (even receptionist) could install a packet sniffer or other probe

on their desktop (admin password widely known throughout company) and see everything in clear text.


An Internet Travel Agency (continued):

The outputs of the address translators feed back into the switch unit (1C), once again the same physical unit mentioned earlier.   An output from the switched hub (1C) feeds into a non-switched 100MB hub (2).   Meanwhile, the second network card on the SMTP Mail / DNS server also connects to this Hub (2), bypassing both firewall and address translation completely.

A "Natural Language Search Engine" connects to Hub (2), to provide additional functionality.

The hub (2) also connects to a bank of 20x DELL Optiplex™ GX1 web servers, the configuration of which is described in detail in section .   Each unit has 512MB of RAM, a 12GB hard disk, and two network cards, configured to disallow IP forwarding.

a) One connecting to the hub as described to handle inbound HTTP / HTTPS requests and service web content back to the Internet;
b) The second card on each machine connects to another non-switched hub (3).

This second hub provides the back office connectivity for the web farm, and connects to the following:

a) A Sun Enterprise server runs an Oracle 8i service hosting all the content for the web page files required by the twenty web servers;
b)A Cisco AS5300 ISDN Multi-Dialler connects up to 120 lines of data (4 x ISDN 30 connections) at 9,600 Baud to the "View Data" Bookings network, controlled by web servers at the farm.   This will be replaced shortly by a 2MB direct link, although "View Data" has not asked for any form of security documentation from the company prior to agreeing to this.   It is assumed that the View Data network will have its own strong security measures in place.
C) A 256KB dedicated leased line connects the hub back to the (reference deleted) office allowing data (such as new pages) to be downloaded to the Oracle Server.   The link also provides for FTP access to allow individual server logs on each web server in the array of twenty to be uploaded back to the office enabling server statistics to be viewed.
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Web Directory Permissions


Rolling out the Barrel...

Things are looking good.   You have a well staffed, physically secure place to site your web farm.   There are backup power supplies, air conditioning systems and equipment in case of failure.   You have version control and configuration management regimes in place, and you keep all your backup tapes off site in a fireproof safe.   You have careful screening of everyone who enters the premises.   Or do you?

Suppose the company is a major telecoms player, just about to unveil a new multi-million pound advertising campaign. In preparation, the new logo has been placed under the web site’s images directory, and included in a test page for the top managers to approve before the “go-live” date.   If the graphics can be revealed simply by listing the directory then clicking on a link, there’s not much protection there from competitors or journalists anxious for an early “scoop”.

Assuming that the server software running is Apache server for Unix (and figures at http://www.serverwatch.internet.com suggest that 54% of all webservers are), the permissions for the directory can be modified to prevent directory listings of this kind.
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By opening a telnet or console to the web server and typing ls -l, the following will be obtained:

By running chmod to modify the file settings for this directory, chmod 751 images the following permissions will be seen, which will cause the standard 403 error message when a user attempts to browse the directory:
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(Refer to your server documentation for information on how to customise messages)
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Port Scanners


Hiding in The Wings...

Many web site managers make use a dedicated web server (or group of servers) to allow development work on site content to take place, without affecting any live content.   It is not enough to assume that because the existence of an HTTP site is not advertised, it will not be found by those looking for such targets.   There is a wide range of tools, many freely available on the internet and often designed for security analysis by a site manager which can be turned against a site to seek out services provided (advertised or not) and weaknesses within the security models used.   These tools (and many hackers of course write their own) can be set to trawl whole classes of IP ranges in minutes and report back on anything “interesting”.   There are many recorded instances (and many more which are not!) of companies whose corporate intranet sites unexpectedly fail under an unpredicted avalanche of external traffic.   More often than not, further investigations reveal that the company has been playing host to a mysterious hard core pornography site for the last month set up on their own internal web server!

In order to increase a managers confidence that a site is secure enough (how secure will depend on the risks to the business resulting from a breach), tools such as SATAN™ (Unix) and Internet Scanner™ can be used to probe firewalls, routers and other network resources to uncover any problems early enough to effectively deal with them.    An in depth discussion of more than 3,300 security risks (at time of writing), with suggested fixes and detection methods are given on the highly recommended http://xforce.iss.net/
Sophisticated network penetration detection tools are available which can screen out machine driven penetration attempts from normal inbound network traffic (whether the attempts are successful or not) and trigger alarms.   Examples include ISS RealSecure™.   Some of the tools can break a connection if they believe a security breach is being attempted, triggering alarms and beginning automated perpetrator detection procedures.
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Local Area Networks:

Networks come in all shapes and sizes, typically running at one of three speeds:
10 MB/s (Megabits per second), 100 MB/s, or 1 GB/s (Gigabits per second, uses fibre optics).   All infrastructure, cabling and equipment must be capable of working at whichever speed has been chosen in order to use it.

A simple network based on Ethernet and TCP/IP may have just a handful of PCs, a networked printer and a server all connected to a single inter-connection hub running at 10MB/s - for low traffic conditions this may be quite adequate.   However, in this scenario, the TOTAL traffic which can be carried on the network at any one time is 10MB/s (in reality no TCP/IP network can work beyond about 70% of its stated throughput).   If two computers print at the same time to different networked printers, they would each be able to grab about 3.5MB/s of bandwidth and no more.   In addition (though normally programmed to ignore traffic bound for other addresses), a computer COULD potentially intercept any traffic appearing on the link bound for any other machine.   This security abuse known as Packet Sniffing is comparatively simple to mount.

The next logical step in improving efficiency is to use a Network Switch. These read source and destination addresses and connect each stream using the most direct route over a number of connection ports.   It is normal practice to have each network hub connected to its own switch port, and have each server or printer connected to its own switch port also.   In this way, efficiency can be maximised by in effect creating many separate network segments, each capable of routing traffic at the maximum speed.   The use of a switch has the added advantage that any machine placed in a Promiscuous Mode of Packet Sniffing will be able to see a packet not travelling directly on the switch segment being monitored.

So, by strategic design of a network both efficiency and security can be optimised.
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Packet Sniffing (1)

WinDump.exe: listening on \Device\Packet_CpqNF31

09:02:46.073067 PC0007.1026 > ip67.imagoqa.co.uk.139: . ack 3792212 win 7320 (DF) [tos 0x82]

09:02:46.073301 ip67.imagoqa.co.uk.139 > PC0007.1026: . 1:1461(1460) ack 0 win 8406 (DF)

09:02:46.073399 ip67.imagoqa.co.uk.139 > PC0007.1026: . 1461:2921(1460) ack 0 win 8406 (DF)

09:02:46.073518 ip67.imagoqa.co.uk.139 > PC0007.1026: P 2921:4361(1440) ack 0 win 8406 (DF)

09:02:46.073536 PC0007.1026 > ip67.imagoqa.co.uk.139: . ack 2921 win 8760 (DF) [tos 0x82]

09:02:47.526030 PC0038.1108 > zoo2.zoo.net.uk.53: 2+ (44)

09:02:47.570185 zoo2.zoo.net.uk.53 > PC0038.1108: 2* 1/2/2 (178) (DF)

09:02:47.575673 PC0038.1109 > zoo3.zoo.net.uk.53: 3+ (44)

09:02:47.605774 zoo3.zoo.net.uk > PC0038: icmp: zoo3.zoo.net.uk udp port 53 unreachable (DF)

09:02:47.577765 PC0038.1109 > zoo3.zoo.net.uk.53: 3+ (44)

09:02:47.612439 zoo3.zoo.net.uk > PC0038: icmp: zoo3.zoo.net.uk udp port 53 unreachable (DF)

09:02:47.078304 PC0038.1109 > zoo2.zoo.net.uk.53: 3+ (44)

09:02:47.116625 zoo2.zoo.net.uk.53 > PC0038.1109: 3 NXDomain* 0/1/0 (128) (DF)

09:02:47.134678 PC0038.1110 > zoo3.zoo.net.uk.53: 4+ (43)

09:02:47.171607 zoo3.zoo.net.uk > PC0038: icmp: zoo3.zoo.net.uk udp port 53 unreachable (DF)

09:02:47.468829 0:80:5f:fb:bd:3c > 1:80:c2:0:0:0 802.1d ui/C len=43

                         0000 0000 0080 0000 805f fbbd 3800 0000

                         0080 0000 805f fbbd 3880 0500 0014 0002

                         000f 0000 0013 af40 0000 00

09:02:47.129767 PC0038.1110 > zoo3.zoo.net.uk.53: 4+ (43)

267 packets received by filter

0 packets dropped by kernel

WinDump (DOS, NT4.0) - Viewing only headers, not data.

WinDump.exe: listening on \Device\Packet_CpqNF31
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09:02:47.134678 

PC0038.1110

 > 

zoo3.zoo.net.uk.53

09:02:47.171607 

zoo3.zoo.net.uk

 > 

PC0038

09:02:47.468829 

0:80:5f:fb:bd:3c

 > 

1:80:c2:0:0

09:02:47.129767 

PC0038.1110

 > 

zoo3.zoo.net.uk.53

Capture time - pretty

accurate!

Source IP,

Name or MAC

Destination IP,

Name or MAC

Data (Raw or

Interpreted)


Packet Sniffing
It is a comparatively simple task to create a Packet Sniffer program and this is why there are a great many available, many of them free and most of them operating under UNIX.   One site examined by the author had around 40 available to download!

Installing a Sniffer

You would normally need to install a packet driver software patch and “bind it” to the network card of the system being used to host the attack.   With Windows NT you would normally need to be logged on as an administrator, but with ‘95 or ‘98 there are no such restrictions.  Once this is done, a range of “front end” programs can be run which allow viewing, filtering and analysis of the packets received.

The example show in the slide (and coloured for clarity) is taken from a very simple DOS based implementation of a popular UNIX sniffer. The program does perform a certain amount of translation and interpretation, such as DNS lookup to resolve host names from IP addresses and some analysis of data.   Unknown packet types are shown in their raw state.   The screen above shows only packet headers and does not contain the 1500 or so bytes of data which might typically accompany a header.

The output from this system COULD be written to a file located on the machine launching the attack (though this would cause an awful LOT of disk activity unless careful filtering were employed!) and analysed later.   Clearly such a tool represents a very clear danger to any system thus monitored.   Network logon packets (though encrypted) can be intercepted and ultimately decoded.
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Packet Sniffing (2)

Analyzer (NT4.0)


Advanced Packet Sniffing
Clearly it is impractical for a machine to capture all data over a busy link for a long duration of time: a busy 10MBits/s link (say 70% utilisation) may carry two gigabytes of data in an hour; a link running at 100MBits/s could conceivably fill a 4GB hard-drive in just six minutes… assuming of course that the drive could keep up!

More advanced packet analysers permit filtering to quickly reject packets of lesser interest, allowing concentration on, for instance, SMB Network Logon packets.

The system illustrated here allows complex rule sets to be built to filter out the raw Ethernet data (at a much lower level than the TCP/IP protocol we may be used to dealing with) and will even allow new protocols to be defined and added to the rule set to allow analysis of new or proprietary transmission standards, although decryption of enciphered data is not possible with this tool in isolation.

In the example above, we decided to target a fictitious server called “payroll”, the filter definition for which would included the I.P. address or MAC address (network card serial number) for this machine rather than the string of x’s given here.
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Packet Sniffing (3)

Analyzer (NT4.0)


Analysing the Data
There is clearly a huge volume of data still to sift through… there will be all kinds of traffic going to and from our “payroll server”.

We could now perform further filtering to isolate, say, SMB logon packets and store these for further analysis.   In this case, we’ll keep it simple and just look at a sample response from the web server on the targeted machine.

Tell me everything…

The software understands the HTTP protocol well, and quickly recognises the reply from our server.   Normally long messages are broken into chunks and strung together again later to allow them to make their way through the network with a reasonable chance of making it through to the destination, but this example is a small packet, just 404 bytes of data all told.   The packet is broken down for us, and we can clearly see which page has been requested, and even read the unique network MAC address and IP address of the machine making the request.

This is very serious!   How can we stop it?

· Make sure you carefully evaluate your entire system, not just the content

· Implement all the physical security mechanisms described earlier.

· Keep service packs up to date and keep an eye on publicly reported vulnerabilities.

· Use Ethernet Switches to limit the scope for Packet Sniffers.

· Ensure you employ sufficient audit trails to be able to detect (and prove!) that abuses are taking place, and have staff sufficiently skilled to deal with active threats.

· Test the system thoroughly from a security perspective.
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any questions?
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